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Supplement to the COMMAS Core Course I on Continuum Mechanics 1

1 Mathematical Prerequisites

1.1 Basics of vector calculus

(a) SYMBOLS, SUMMATION CONVENTION, KRONECKER 0

Single- or multiple subscripts

U — U1, U2, U3, ...
U; UV, —> ULV1, U Vg, UL V3, ...
Ug V1, U V2, ...

ik — t11, ti2, ...

Summation convention of EINSTEIN

Definition: = Whenever the same subscript occurs twice in a term, a summation over
that “double” subscript has to be carried out.

Example:
U;Vj = UV, FUV2, + ...+ Uy Uy,

n
= E :uj Uj
J=1

KRONECKER symbol

Definition: It exists a symbol d;; with the following properties

0ifi #k
ik =
lifi=k
Example:
U0, = U 01k + U200k + oo+ Uy Opg
Uy = W
Ui 512 =0
with Ui 5119 =
ur oy, = 0

— U O = Uy

If the KRONECKER symbol is multiplied with another quantity and if there is a double
subscript in this term, the KRONECKER symbol disappears, the “double” subscript can be
dropped and the free subscript remains.
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2 Supplement to the COMMAS Core Course I on Continuum Mechanics

Rem.: Subscripts occuring two times in a term can be renamed arbitrarily.

(b) TERMS AND DEFINITIONS OF VECTOR ALGEBRA

Rem.: The following statements are related to the standard three-dimensional (3-d)
physical space, i. e. the EUCLIDean vector space V3.
Generally, SPACE is a mathematical concept of a set and does not directly refer
to the 3-d point space £2 and the 3-d vector space V3.

A: Vector addition
Requirement: {u, v, w, ..} € V3

The following relations hold:

u+v =v+u : commutative law
u+ (v+w) = (u+v)+w :associative law
u+0 =u : 0 :identity element of vector addition
u+(—u) =0 : —u :inverse element of vector addition

Examples to the commutative and the associative law:

u+v- v u+v v vV+w

B: Multiplication of a vector with a scalar quantity

Requirement: {u,v,w,..} € V¥ {a,8,..} € R

v =v : 1: identity element
a(pv) = (af)v : associative law
(a+pB)v = av+ v :distributive law (addition of scalars)
a(v+w) = av+aw :distributive law (addition of vectors)

av = v« : commutative law

Rem.: In the general vector calculus, the definitions A and B constitute the “affine
vector space”.

Linear dependency of vectors

Rem.: In V3, 3 non-coplanar vectors are linearly independent; i. e. each further vector
can be expressed as an multiple of these vectors.
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Supplement to the COMMAS Core Course I on Continuum Mechanics 3

Theorem: The vectors v; (i =1, 2, 3, ...,n) are linearly dependent, if real numbers
«; exist which are not all equal to zero, such that

o;vp=0 or aqyvy+oaeve+ ..+, v, =0

Example (plane case):

Vi+ Ve +vV3#0

Vo Qg Vo
| but: oy vy + ay vy +a3vs =0
V3 : //
a1 vy // Qa3 V3 — {v1, va, v3}: linearly dependent
Vi s . .
P — {v1, vo}: linearly independent

Rem.: The o; can be multiplied by any factor A.

Basis vectors in V?

ex. : {vy, vo, v3} : linearly independent

then : {vy, vo, v3, v} :linearly dependent

Thus, it follows that

a1 V] +aaVy +a3vs+ AV =0

— AV=—q;V;

or v= Tlvi =: ;v

with Bi = TZ : coefficients (of the vector components)
v, . basis vectors of v

Choice of a specific basis

Rem.: In V3, each system of 3 linearly independent vectors can be selected as a basis;
e. g.

v general basis

e : specific, orthonormal basis (Cartesian, right-handed)

Basissystem v; Basissystem e;
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4 Supplement to the COMMAS Core Course I on Continuum Mechanics

Representation of the vector v:

51' V;
vV =
Vi €

here:  Specific choice of the Cartesian basis system e;

Notations
V = v;€e = vie]+1vyes -+ vzes
) v;€; : vector components
with '
v; . coefficients of the vector components

C: Scalar product of vectors

The following relations hold:

u-v =v-u : commutative law
u-(v+w) =u-v+u-w : distributive law
a(u-v) = u-(av)= (au)-v :associative law
u-v =0 Vu, if v=o0
—u-u # 0 ,if u#o0

Rem.: The definitions A, B and C constitute the “EucLIDean vector space”. If instead
of u-u # 0 especially

u-u>0 ,if u#o,

holds, then A, B and C define the “proper EUCLIDean vector space V3" (physical
space).

Square and norm of a vector

vii=v.v , v=|v]=VV2

Rem.: The norm is the value or the positive square root of the vector.

Angle between two vectors
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Supplement to the COMMAS Core Course I on Continuum Mechanics 5t

Law of cosines
lu—v]? = [u?+ |v|*> = 2]ul|v| cos a

u? +vi—(u—v)?

— cos a =
2[uf [v]
ou-v
uf[v]
or u-v = |u||v| cos a

Scalar products (inner products) in an orthonormal basis

Scalar product of the basis vectors e;:
90° ifi1#k : cos90°=0

e;; e
#(; ) {00 ifi=k : cos0°=1

thus

e e, = |ellex| cos J(e;; ex)

= cos J(e;; ex)

It follows with the KRONECKER §

5 1 ifi=k
€ € = Oik =
e 0 ifi#k

Scalar product of two vectors:
u-v = (u;€)- (vreg)
= u; vy (€; - ey)
= U; g Oi;
= U; Uy = U1 V1 + U Vg + U3 U3
D: Vector or cross product (outer product) of vectors
One defines the following vector product
uxv=|ullv|]sin <(u;v)n
with n: unit vector L u, v (corkscrew rule or right-hand rule, see page 7)

From the above definiton, the following relations can be derived

uxv = —vxu : no commutative law
ux (Vv4+w) = uxv+uxw : distributive law
a(uxv) = (ou)xv=ux(av) :associative law

Institute of Applied Mechanics, Chair 11



6 Supplement to the COMMAS Core Course I on Continuum Mechanics

Scalar triple product (parallelepidial product):

u-(vxw)=v-(wxu)=w-(uxv)

Arithmetic laws for the vector product (without proof)

uxu = 0
(U+ V)XW = UXWHVXW
u-(uxv) = v-(uxu)=0

Expansion theorem:

ux (vxw)=(u-w)v—(u-v)w

LAGRANGEan identity (Jean Louis Lagrange: 1736-1813):

(uxv)-(wxz)=(u-w)(v-z)—(a-z)(v-w)

Norm of the vector product:

[ux v = |uf|v|sin (u;v)

Vector product in an orthonormal basis

here: simplified representation in matrix notation
Calculation of
e; €y e3
u = VXW = V1 Uy Us
wp Wy W3

= (vows —vzws)e; — (viws —v3wi) ey + (V1 Wy — Vo wy) €3

Rem.: ulv,w;ieu-v =u-w = 0 holds
Example:
u-v = wv; = (vgws —vzwy) vy — (Vw3 —vgwy) va + (V3 we —vawi)vg = 0 q. e d.

Remarks on the products between vectors
e on the scalar product

Decomposition of a vector (example: in 2-d):

u = u; + up

with u; = U1 € and Uy = Ug €9

u;, up : vector components

uy, ug :  coefficients of the vector components
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Supplement to the COMMAS Core Course I on Continuum Mechanics 7

Projection of u on the directions of e;:

U; = U-€

Verification of the projection law:
u-e = (upey)-e;
= Ul = u; q.e. d.

Calculation of the projections:

u; = |ulleq| cos a

= |u|lcosa = ucos «
with u = |u]
Uy = ucosf

= wcos(90° —a) = usin «

Note: For the values of the vector components, the following relations hold

UL = U COS «

Uy = U Sin o

e on the vector product

Orientation of the vector u = v x w:
u

(1) ulv,w

w
el (2)  corkscrew rule (right-hand rule)
o ~ o
> -
It is obvious that
w
« \::> Z = WXV
v ) — VXW = — WXV

lvxw|l = |v||w|sina«

= v (w sin a)

Institute of Applied Mechanics, Chair 11



8 Supplement to the COMMAS Core Course I on Continuum Mechanics

Note: The vector v x w is perpendicular to v and w (corkscrew orientation); its
value corresponds to the area spanned by v and w.

Scalar triple product (parallelepidial product):

u-(vxw) = [uvw]

with z = vxw

follows uw-z = |ul|z| cos~y
= z(u cos )

with (u cos ) : projection of u on the direction of z

Rem.: The parallelepidial product yields the volume of the parallelepiped spanned by
u, v and w.

Remark: The preceding and the following relations are valid with respect to an
arbitrary basis system. For simplicity, the following material is restricted
to the orthonormal basis, whenever a basis notation occurs. Concerning
a more general basis representation, cf., e. g., DE BOER, R.: Vektor- und
Tensorrechnung fiir Ingenieure. Springer-Verlag, Berlin 1982.
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Supplement to the COMMAS Core Course I on Continuum Mechanics 9

2 Fundamentals of tensor calculus

Rem.: The following statements are related to the proper EUKLIDian vector space V3
and the corresponding dyadic product space V3 @ V3 ® --- @ V3 (n times) of
n-th order.

2.1 Introduction of the tensor concept

(a) TENSOR CONCEPT AND LINEAR MAPPING

Definition: A 2nd order (2nd rank) tensor T is a linear mapping which transforms
a vector u uniquely in a vector w:

w=T-u

uw eV ;. T e LV, V3
therein: LOB V) set of all 2nd order tensors or linear
’ " mappings of vectors, respectively

(b) TENSOR CONCEPT AND DYADIC PRODUCT SPACE

Definition:  There is a “simple tensor” (a ® b) with the property

(a®b)-c=:(b-c)a

a®b € V3® V3 (dyadic product space)
therein:
® : dyadic product (binary operator of V* ® V3)
It follows directly that
a®b ¢ LV VY — VIeVic (VP V)

Rem.: (a®b) maps a vector ¢ onto a vectord = (b-c)a.
Basis notation of a simple tensor:
A:=a®b=/(ae)® (bper) =a;b; (e R eg)

) a; by . coefficients of the tensor components
with

e; ®e, : tensor basis

Tensors A € V? ® V3 have 9 independent components (and directions);
e. g. aj b (e] ® e3) etc.

Institute of Applied Mechanics, Chair 11



10 Supplement to the COMMAS Core Course I on Continuum Mechanics

Introduction of arbitrary tensors T € V3 @ V3 :
T = Ty (e;®ey)

ith T = ;ﬂ ;12 ?3 _ matrix of coefficients of T with
" e e 9 independent quantities
Ty T3 s

2.2 Basic rules of tensor algebra

Requirement: {A B, C, ..} e V3 V3.

(a) TENSOR ADDITION

A+B = B+A : commutative law
A+(B+C) = (A+B)+C : associative law
A+0 = A 0 : identical element
A+(-A) =0 :—A  :inverse element
Tensor addition with respect to an orthonormal tensor basis:
A= Ap(e;®er), B= Biy(e;Qe)

C

Rem.: A tensor addition carried out as an addition of the tensor coefficients requires
that both tensors have the same tensor basis.

(b) MULTIPLICATION OF TENSORS BY A SCALAR

1A = A : 1 : identical element
a(BA) = (apf)A : associative law
(a+B)A = a A+ FA :distributive law (with respect to the addition of scalars)
a(A+B) = aA+aB :distributive law (with respect to the addition of tensors)

aA = A« : commutative law

(c) LINEAR MAPPING BETWEEN TENSOR AND VECTOR

The following definitions make use of the linear mapping (cf. 2.1)

w=T-u

Institute of Applied Mechanics, Chair 11



Supplement to the COMMAS Core Course I on Continuum Mechanics 11

Rem.: In the literature, the multiplication of a vector by a tensor is also called “con-
traction”.

The following relations hold:
A -(ut+v) = A-u+ A-v :distributive law
A-(au) = a(A-u) : associative law

(A+B)-u = A-u+B-u :distributive law

(¢A)-u = a(A-u) : associative law
O-u =0 : 0 :zero element of the linear mapping
I-u =u : I :identity element of the linear mapping

Linear mapping in basis notation:
A = Ap(ei®er), u=u;e,
A L D — (Azk €e; X ek) . (ujej) = Azk Uj (ei X ek) . ej
One obtains
. i : free index (basis index)
w= A-u= Aju;jopje;= Ajpur e mit
——

~ k : silent index (double index of w;)

Rem.: In general, a linear mapping A causes both
a rotation and a stretch of a vector u.

Identity tensor I € V3 ® V3:
I=V,e;Re.=¢;,Re;

Proof of the defining property:
u=Il-u=(e;®e)uje;=u;(e;Qe;)e; =u;d;€ =u;e d.e. d.

Rem.: Tensors built from basis vectors are called fundamental tensors, i. e.

I V3 ®)? is the fundamental tensor of 2nd order.

(d) SCALAR PRODUCT OF TENSORS (inner product)

The following relations hold:
A:B = B:A : commutative law

A:B+C) = A:B+A:C : distributive law
(¢A):B = A:(aB)=a(A:B) :associative law
A:B =0 VA, ifB=0
— A:A>0for A#0

Institute of Applied Mechanics, Chair 11



12 Supplement to the COMMAS Core Course I on Continuum Mechanics

Scalar product of A with a simple tensora®@b € V3 ® V3:
A:(a®b)=a-(A-b)
Scalar product of A and B in basis notation:
A = Ay (e;®e), B= By (e; ®ey)

o = A : B = Azk (ei X ek) : Bst(es X et) = Azk Bst(ei X ek) : (es X et)

One obtains
a = Ay By dis 0k = Aig Bi

Rem.: The result of the scalar product is a scalar.

(e) TENSOR PRODUCT OF TENSORS

Definition:  The tensor product of tensors yields

(A-B)-v=A-(B-v)

Rem.: With this definition, the tensor product of tensors is directly linked to the linear
mapping (cf. 2.1 (a)).

The following relations hold:

(A-B)-C = A-(B-C) : associative law
A-B+C) = A-B+A-C . distributive law
(A+B)-C = A-C+B-C . distributive law

a(A-B) = («¢A)-B = A-(aB) : associative law
I.- T =T-I1=T : I : identity element
0-T =T-0=0 : 0 : zero element

Rem.: In general, the commutative law is not valid, i. e. A-B # B - A.

Tensor product of simple tensors:
A=a®b, B=c®d

It follows with the above definition
(A-B):v = A-(B-v)

— [(a@b)-(c®d)]-v = (a@b)-[(c@d)- V]
= (a®b)-(d-v)c
= (b-c)(d-v)a

Institute of Applied Mechanics, Chair 11



Supplement to the COMMAS Core Course I on Continuum Mechanics 13

Consequence:
(a®b)-(c®d) = (b-c)a®d

Tensor product in basis notation:

A-B = Aj(e; ®e;) Byles @ ey)
= Aix By (e, ®e;) (e, @ )
= Aj By rs(e; ® €;)
= A Brt (e; ® e;)

Rem.: The result of a tensor product is a tensor.

2.3 Specific tensors and operations

(a) TRANSPOSED TENSOR

Definition: The transposed tensor A belonging to A exhibits the property

w-(A-u) =(AT -w)-u

The following relations hold:

Transposition of a simple tensor a ® b:
It follows with the above definition
w-(a®@b)-u = w-(b-u)a
— (w-a)(b-u)
= (b®a) - w-u
— (a®b)l = b®a

Transposed tensor in basis notation:
A = Ap(e;®ey)
— AT = Aik; (ek X ei)

= Aj;i(e; ® e) :renaming the indices

Institute of Applied Mechanics, Chair 11



14 Supplement to the COMMAS Core Course I on Continuum Mechanics

Note: The transposition of a tensor A € V3 ® V3 can be carried out by an
exchange of the tensor basis or by an exchange of the subscripts of the
tensor coefficients.

(b) SYMMETRIC AND SKEW-SYMMETRIC TENSOR

Definition: A tensor A € V3 ® V3 is symmetric, if
A=A"
and skew-symmetric (antimetric), if

A=—-AT

Symmetric and skew-symmetric parts of an arbitrary tensor A € V? ® V3:

symA = 1 (A4 A7)
skwA = 1(A—AT)
— A = symA + skw A

Properties of symmetric and skew-symmetric tensors:

w-[(symA)-v] = [(symA)-w|-v
w-[(skwA)-v] = —[(skwA) -w|]-v =0

Positive definite symmetric tensors:

e sym A is positive definite, if symA:(vev)=v-(symA)-v >0

e sym A is positive semi-definite, if symA:(v®v)=v:(symA)-v >0

(c) INVERSE TENSOR

Definition: If A™! inverse to A exists, it exhibits the property

v=A-w +—3 w=Al.v

The following relations hold:
A-AT" =ATTA=T
(AT = (A7) = AT
(A-B)! =B ' A"

Institute of Applied Mechanics, Chair 11



Supplement to the COMMAS Core Course I on Continuum Mechanics 15

Rem.: The computation of the inverse tensor in basis notation is carried out by intro-
ducing the “double cross product” (outer tensor product of tensors), cf. 2.8.

(d) ORTHOGONAL TENSOR,

Definition:  An orthogonal tensor Q € V3 ® V3 exhibits the property
Q'=Q" « Q-Q'-I

(det Q)? =1 : orthogonality

Additionall

Rem.: The computation of the determinant of 2nd order tensors is defined with the aid
of the double cross product, cf. 2.8.

Properties of orthogonal tensors:
Q-v]-[Q-w] =[Q"-Q-(v-w)=v-w
— Q@ =umu

Rem.: Linear mapping with Q preserves the norm of the respective vector.

Illustration:

in general: linear mapping with A € V3 @ V3

causes a rotation and a stretch

in special: linear mapping with Q € V3 @ V3

causes only a rotation

(e) TRACE OF A TENSOR

Definition:  The trace tr A of a tensor A € V3 ® V? is the scalar product

trA=A:1=q«

The following relations hold:
tr(a¢A) = atrA
tr(a®@b) = a-b
trAT = trA
tr(A-B) = tr(B-A)
— (A-B):I = B: AT = B':A
tr(A-B-C) =tr(B-C-A) = tr(C-A-B)

Institute of Applied Mechanics, Chair 11



16 Supplement to the COMMAS Core Course I on Continuum Mechanics

2.4 Change of the basis

Rem.: The goal is to find a relation between vectors and tensors which belong to dif-
ferent basis systems.

here: Restriction to orthonormal basis systems which are rotated against each other.

(A) ROTATION OF THE BASIS SYSTEM

Tllustration:

{0,e;} : basis system

*

{0,e;} : rotated basis system

{a;} : angle between the basis vectors

*
e; and ey,

Development of the transformation tensor:
The following relations hold:

EZ:IEZ und I:ej®ej
Thus,

e; = (e;®e;) e = (ej-€)e;
using éi = i ék leads to

e, =(e;-dixer)e; = (ej-e;) (e -e;)e;

one obtains

*

éi:(ej-ek)(ejébek)-ei:: R-e; with R:(ej-ék)ej@)ek

Rem.: R is the transformation tensor which transforms the basis vectors e; into the
basis vectors éi.

Coefficient matrix Rj;:

Rjr=e;-e, = |e;] |ex] cosd (ej;e,) = cosayp  with |e;| = |e| = 1

Rem.: Rj; contains the 9 cosines of the angles between the directions of the basis

*
vectors e; and e.

Institute of Applied Mechanics, Chair 11



Supplement to the COMMAS Core Course I on Continuum Mechanics 17

Orthogonality of the transformation tensor:

Rem.: By R, the basis vectors e; are only rotated towards éi, thus, R is an orthogonal
tensor.

Orthogonality condition:

R-RT=1 = k(e @er) Ry, (e, ®ey) = Rjj Ry Okn € @ €

= Ry Rpi (e ® €p)

It follows with I = d,, (e; ® e,) by comparison of coefficients

Rj Ry, = djp (*)

Rem.: (x) contains 6 constraints for the 9 cosines (R-R”’ = sym (R-R")), i. e. only 3
of 9 trigonometrical functions are independent. Thus, the rotation of the basis
system is defined by 3 angles.

(B) InNTrRODUCTION OF “CARDANO ANGLES”

Idea: Rotation around 3 axes which are given by the basis directions e;. This procedure
was firstly investigated by GIROLAMO CARDANO (1501-1576).

Procedure: The rotation of the basis system is carried out by 3 independent rotations
around the axes e, ey, e3. Each rotation is expressed by a transformation
tensor R; (i=1,2,3).

Rotation of e; around es, e5, e1:

*

éZ:{Rl[RQ(RgeZ)]}:ReZ mlt ﬁ:RlRQRgg

Rotation of e; around ey, e, es:

& ={Rs-[R2-(Ri-e)]} =R-e; mit R=R3 Ry Ry

Obviously,

Rem.: The result of the orthogonal transformation depends on the sequence of the
rotations.

Illustration:

(a) Rotation around es, €5, e; (e. g. each about 90°)

Institute of Applied Mechanics, Chair 11



18 Supplement to the COMMAS Core Course I on Continuum Mechanics

A(93)

Q 90° 3

— = 2 — =
1 g%:(é2)

/ 90°
(el)

(b) Rotation around ey, es, 3 (e. g. each about 90°)

,/ el ,; 90°
90°

(el)

with

A (83)

Q 90° -

€1

Definition of the orthogonal rotation tensors R;

(a) Rotation around the es-axis

The following relations hold:

€] = COS (3 €] + Sin p3 €es

o .

€y = —sIN3ze; + COoS Y3 ey
o

€3 =¢€3

Institute of Applied Mechanics, Chair 11



Supplement to the COMMAS Core Course I on Continuum Mechanics 19

In general,
e, = Ry-e; = Ryji (€ ®ey) e = Ryjp. i€ = Ryji €
Thus, by comparison of coefficients
cospg —sinps 0

R3 = R3ji (ej (059 el-) with R3ji = sin @3 COS ©3 0
0 0 1

(b) Rotation around the ey- and e;-axis

Analogously,

cospy 0 sinps
Ry = Ryji(ej®e;) with Ry = 0 1 0
| —singps 0 cosyps |

[ 1 0 0
R1 = lei (ej X ei) with lei = 0 cos Y1 — sin ©®1
| 0 sing;  cosyy

Rem.: The rotation tensor R can be composed of single rotations under consideration
of the rotation sequence.

(c) Definition of the total rotation R

(c1) it follows from rotation of e; around es, €5, €; that

R — I*{ =R;-Ry-Rj
= Ryij (€ ® €;) Rano (€n, ® €,) R3py (€, ® €;)
= Ruij Rano Rapg djn 0op (€; ® €)
= Riij Rajo R3oq (€5 ® €)

*
Riq
with
COS (g COS (3 — €08 (2 sin 3 sin g
*
Rig= sin @1 sin sy cos s + cos g sinps  —sSine; sin sy sin s 4+ cos Y] COSs — Sin Y Cos P2
— COs (1 sin g €Os Y3 + sin (g sinws  CcoS 1 Sin Yy sin 3 + sin ¢ €os Y3 COS (Y1 COS P2

(co) it follows from rotation of e; around ey, es, e3 that
R— R =R;-Ry-Ry
= Rs3;j Rajo Riog (e; ®ey)
Ri,

Institute of Applied Mechanics, Chair 11



20 Supplement to the COMMAS Core Course I on Continuum Mechanics

COS (P2 COS 3 sin( Sin s COS 3 — COS Y] Sin Y3  €Os Y1 Sin o cos Y3 + sin ¢ sin 3
Riq = COS (g Sin s sin;] sinwsg sin s 4+ cos 1 CoSws €Os (1 Sin 9 sin s — sin ¢ cos @3

— sin @9 sin 1 cos o COS (1 COS P2

Orthogonality of “CARDANO rotation tensors”:
For all R € {R4, Ry, R, 1*{, R}, the following relations hold
R'=R" ie R-R'=1 and (detR)>=1 — orthogonality
Furthermore, all rotation tensors hold the following relation
detR=1 : “proper” orthogonality

Rem.: A basis transformation with “non-proper” orthogonal transformations
(det R = —1) transforms a “right-handed” into a “left-handed” basis system.

Example:

here: Investigation of the orthogonality properties of Ry = Rg;; (e; ® €;)

cosps —sings 0
with  Rs;; = | singps cospsz 0
0 0 1

One looks at
R;- R? = Rsij(e; @ej) Ryon(e, @e,)
= R3ij R3on jn (€, ® €5) = Rgin R3on (€ ® €,)

where
sin? @3 + cos? 3 0 0
Ry, Raon, = 0 sin? p3+coslps 0 | = 6
0 0 1

and one obtains
Rs;-Ri = d,(e;®e,)=1 q. e d

Furthermore,

det Rg :=det (Rs;;) =1 — Rg is proper orthogonal

Description of rotation tensors:

In general, the transformation between basis systems €; and basis systems e; satisfies the
following relation:

(Oéi IR~EZ‘ with R:Rikéi@)ék

= —1

—» & =R".e, with R T

R
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Otherwise,
& =R-e with R= Rye ®e
Consequence: By comparing both relations, it follows that

R = RT, 1. e., le e, e, = (R,k)T €, X e — Rzk‘ :R/ﬂ'

In particular,

o

R = }O%zk (éz & ék) :}O%ik (R~éi ®R-ék)
= ézk Rm e, ® Rpk; ép = (Rm ézk Rpk) €, ép ; an e, ® ép = RT

— Rm }O%ik: Rpk: ; an — Rm }O%ik: = 5nk

Rem.: The coefﬁment matrices R,; and Rzk are inverse to each other, i. e., in general,

R, R,k = §,% implies 6 equations for the 9 unknown coefficients Rzk; Due to

R'=R" ,one has R} = (R)T = Rip, i. e. Rik: (Rix)T = Ry

(C) InTRODUCTION OF EULER ANGLES

Rem.: Rotation of a basis system e; around three specific axes.

. . _ ~ *
Introduction of 3 specific angles around e3, €;, €3 =ej

Illustration:

Idea: Given are 2 planes F and ]i“ with
in-plane vectors e, e; and él, 32
and surface normals es and e3
The basis systems e; and eZ are
related to each other by the EuU-
LERian rotation tensor R:

:R-ei
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Rotation of e; in plane F around e; with the angle ¢,
such that e; is directed towards c—c. This yields the
rotation tensor

1st step:

cosip —sing 0
Rs;=| sinp cosp 0| e ®e;.
0 0 1

Then, the new system e; is computed as follows

e, =Rz e =Rs(ej@e,) e, = Rsjie;

Thus,
e = R3j1 e, = Cos p ey + sin @Y e
€ = jog e = — sin yer + cos @Y e
€3 = jog e, = e€3.
2nd step: Rotation of e; around e; with the angle §, such that

€, lies in the plane F, and é3 is directed normal to the

plane ]’:" . This yields the rotation tensor

) 1 0 0
Ri= |0 cosd —sind | e;®¢€y.
0 sind cosd

Then, the new system €; is computed as follows

e, =R; e = lek (éj & ék) € = lei éj :

Thus,

e = leléj = €1

€ = Rijpe; cosd ey +sind e

€y —= legéj = —SinééQ—i—COS(Ség.

3rd step: Rotation of €; in plane ]’:" around ez with the angle .
This yields the rotation tensor
;=& e V. ) costy —siny 0
S e R;=| siny cosyp 0| e;®e.
. 0 0 1
~€er
o\ 1%9 Then, the new system éi is computed as follows

* it ~ = ~ ~ ~ = ~
e, = R3 € = R3jk (ej & ek) e; = R3ji €;.
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Thus,
(*31 = R3j1 éj = COS’(/}él + SiIl’(/}éQ
32 = égjg éj = — Sinlpél + COS’l/JéQ
ég — égjg éj — ég .
Summary:
(a) Inserting &; = R, &;
e, = cos 1 € + siny (cosd €y + sin d e3)
32 = —sinye; + cost (cosd ey + sind €3)
33 = €3 = —sind ey + cosd e
Result:
31 = cospe, + siny cosdey, + siny sindes
e = —sinye; 4+ costy cosdey + cosy sindeg
33 = — sindey, + cosd €3
—
€;
(b) Inserting €; = Rse;
e, = cos 1) (cospe; + singey) + siny cosd (—sinpe; + cospes) + siny sind eg
e, = —siniy (cospe; +sinpey) +cost cosd (—sinpe; + cospey) + cost) sind ey
e; = —sind(—singpe; + cospey) + cosdes
Result:
e = (cost) cosp —sint cosd sing) e+
+(cos 1) sin p 4 sin cosd cos ) es + sin sin d e3
e; = (—sinty cosy —cost) cosd sing) e+

+(—sin sin g + cos1 cosd cos ) ey + cos sind e

= sind singpe; —sind cosp ey + cosd e

ei:R~(R3-eZ-)::R~ei with R:R'R3:]§,3'R1'R3
——

€;

Rotation tensors R and R:

For the total rotation the following relation holds:

*

e = (Rg-R1~R3)ei::R~ei

= (RgRl)(Rgel):Rg(Rléz):Rgél
S~—— S~—— S~——

©; €; o
T
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Furthermore,
ei:R-ei — ei:R-ei::R-ei — R=R
. . . * T
Analogously to the previous considerations — Rir= (Rix)" = Ry
Description:
cosY cosp —sint cosd sing —siny cosp — cosy cosd sinp  sind sing
R = | cosvy sing+sinty cosd cos —sint) sing + cos) cosd cos  —sind cosp | €; ® ey

sin ) sin § cos Y sind cos

Combining rotation tensors with different basis systems:

Example: R = f{g, ‘R,
ei=R;-&=(R3 Ri)-¢
— R = Ry (& ®8&) Ri(e,®8,)
= Rap( Ri&; @R & ) Rino (€, @8€,)
Riie, @ Ry €
— R = RiyRau R (65 @ €;) Rino (€, ® €,)

= Rlsi R?)ik thk Rlno 5tn (és & éo)
= R R R, Ry (8 ® &)

RSO
Thus, the rotation tensor R is given by
cos Y — sin 0
R = | sine cosd cost cosd —sind | e ® ey

sinty sind cosvy sind  cosd

Rem.: Concerning CARDANO angles, all partial rotations (e. g. R = R3 - Ry - R; with

éi = R-¢;) are carried out with respect to the same basis e, i. e. the combination
of the partial rotations is much easier.

Rotation around a fixed axis:

Rem.: A rotation around 3 independent axes can also be described by a rotation around
the resulting axis of rotation:
— EULER-RODRIGUES representation of the spatial rotation

The EULER-RODRIGUES representation of the rotation is discussed later (see
section 2.7).
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2.5 Higher order tensors

Definition:  An arbitrary n-th order tensor is given by

Ac VRV @) (n times)
with V3@ V3®@---® V3 :n-th order dyadic product space

Rem.: Usually, n > 2. However, there exist special cases for n =1 (vector) and n =0
(scalar).

General description of the linear mapping

Definition: A linear mapping is a “contracting product” (contraction) given by
n S n—s
AoB=C mit n>s

where o is a contractor operator (point operator). The number of points
indicates the degree of contraction.

4
Descriptive example on simple tensors: A : B = C

(a®b®c®d):(exf)=(c-e)(d-f)a®b
. - P — N -~ 4
4
A B C

Fundamental 4-th order tensors

Rem.: 4-th order fundamental tensors are built by a dyadic product of 2nd order iden-
tity tensors and the corresponding independent transpositions.

One introduces:

Il = (e;®e)®(e;De))
23

IeDT = e Re ®e®e;

(I®I)T = ei®ej®ej®ez’

ik

with (-)7: transposition, defined by the exchange of the i-th and the k-th basis system

Rem.: Further transpositions of I ® I do not lead to further independent tensors. The
fundamental tensors from above exhibit the property
4 4 13 24

4 4
A=A" with AT =(AT)T

Consequence: The 4-th order fundamental tensors are symmetric (concerning an ex-
change of the first two and the second two basis systems).
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Properties of 4-th order fundamental tensors

(a) identical map

IRDT:A =(e;®e;®e; ®e;): Ayles; ®ep)
= Ay 0is0je (e @ej) = Ajj (e; @ej) = A

23

4
— I:=(I®I)T is 4-th order identity tensor

(b) “transposing” map

24
IeDT:A =(e;Qe;Re ®e;) Ay (e; @ e;)
= Ast 5]'3 52‘15 (ei X ej) = Ajz' (ei & ej) = AT

(c) “tracing” map

ID):A =(e;0e Re;Re;) Ay (e, ®e;)
= A 055050 (€; @ €;) = Ajj (e; ® €;)
=(A:DI=(trA)I
with A-I=Ag(e;Qe)-(e;®e;) = Agds; 0y = Ajj
Specific 4-th order tensors

4
Let A, B, C,D be arbitrary 2nd order tensors. Then, a 4-th order tensor A can be defined
exhibiting the following properties:

A - (AeB)f - BTeAn’ (4
AT = [(A®B)I] = (AT@BT)
A7 = [(A@B)T] = (Al@B YT

Furthermore, following relation holds:

From (%), the following relations can be derived:

(A@B)T:(CoD)T = (A-C@B.-D)T
(AB)T:(Co®D) = (A-C-BT®D)

23

(AB): (C®D)I = (A®CT.-B-D)
and »
(A®B)T:C = A-C-B7
(A®B)T.v = [A®B-v)’
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4
Defining a 4-th order tensor B with the properties

B - (AsB)! - [(AeB)IT
B” = [(A@B)I’ = BoA)T
B! = [(A® B)%]—l — (BT—l ® AT—l)%il

it can be shown that

(A@B)T ) (A-D”@BT.C)T
(A®B)T: (C® D) (A-CoD.BNT
(A®B)T:(CoD)’ = (A-DeCT.B)T
(A®B)T:(CoD) = (A-C'B®D)

(A®B):(CeD)T = (AD-BT.C)

and
(AB)":C=A-C"-B
Furthermore, the following relation holds:

4 4

4 4
(C::D)T:DT::CT

4 4
where C and D are arbitrary 4-th order tensors.

High order tensors and incomplete mappings

If higher order tensors are applied to other tensors in the sense of incomplete mappings,
one has to know how many of the basis vectors have to be linked by scalar products.
Therefore, a underlined supercript (-): indicates the order of the desired result after the
tensor operation has been carried out.

Examples in basis notation:

4 3
(A : B)§ = [Aijkl (ei Ke; e el)ano (em e, ® eo)]§
Aijkl ano 5km 5ln (ei ® € ® eO)
3
(A : E‘)l = [Az] (ei b2y ej) ano (em e, ® eO)]l

= Aij ano 5@m 5jn €o

Note: Note in passing that the incomplete mapping is governed by scalar products
of a sufficient number of inner basis systems.

Institute of Applied Mechanics, Chair 11



28 Supplement to the COMMAS Core Course I on Continuum Mechanics

2.6 Fundamental tensor of 3rd order (RicCI permutation tensor)

Rem.: The fundamental tensor of 3rd order is introduced in the context of the “outer
product” (e. g. vector product between vectors).

3
Definition: The fundamental tensor E satisfies the rule

3
uxv=E:(u®v)

3
Introduction of E in basis notation:

There is 3

E=ciji(e;®@e; @ e)

with the “permutation symbol” e

1 : even permutation €123 = €931 = €312 = 1
Cijk = —1 : odd permutation — €321 = €213 = €132 = —1
0 : double indexing all remaining e;;, vanish

Application of ]?) to the vector product of vectors:
From the above definition,
uxv = E3) (u®v)
=e k(e ®e; ®ek) (use, v e)
=€) Us Ut 05 Ot € = €4 Uj Vg €;

= (UQ Vg — U3 ’UQ) e + (Ug V1 — Uy U3) ey + (Ul V2 — U2 Ul) €3

Comparison with the computation by use of the matrix notation, cf. page 5

€e; €2 e3
uxXv=|u uy ug|= --- q.ed.
V1 Vg Vs

3
An identity for E:

Incomplete mapping of two RICCI-tensors yielding a 2nd or 4th order object

3 23 24

B ER2—21, (B-Ep—(IoD!—(I1)!

2.7 The axial vector

Rem.: The axial vector (pseudo vector) can be used for the description of rotations
(rotation vector).
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A
Definition: The axial vector t is associated with the skew-symmetric part skw T of
an arbitrary tensor T € V? ® V3 via

A 3
t:=1E:T"

One calculates,

=1 €ijk (ei Ke;R ek) T (et ® GS)

N

N[

1
= 5 Cijk Tt 0t Ops € = 5 €iji Thj€;

[(Tso — Tog) e1 + (Tis — Ts1) ea + (To1 — Th2) €3]

N[

It follows from 2.3 (b)
T =symT 4 skw T

Thus, the axial vector of T is given by

3
t =1E:(symT+skwT)?

1
2
3 3

E:(skwT") = -1 E : (skw T)

Rem.: A symmetric tensor has no axial vector.

Axial vector and linear mapping:

The following relation holds:
A
(skwT) - v=t xv Vvel?

Axial vector and the vector product of tensors:

Definition:  The vector product of 2 tensors {T, S} € V3 @ V3 satisfies

3
SxT=E:(S-T?)

Rem.: The vector product (cross product) of 2 tensors yields a vector.

In comparison with the definition of the axial vector follows

3 A
IXT=E:T =21t

Furthermore, the vector product of 2 tensors yields

SxT=-TxS
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Axial vector and outer tensor product of vector and tensor:

Definition:

The outer tensor product of a vector u € V? and a tensor T € V? @ V3
satisfies

(uxT)-v=ux(T-v); ve)?
Rem.:

The outer tensor product of vector and tensor yields a tensor.

The following relations hold:

uxT=—-(uxT)'=-Txu

— i.e.u x T is skew-symmetric

uxT=[E:(ueT)
with ()% :

“Incomplete” linear mapping (association)
resulting in a 2nd order tensor.

Evaluation in basis notation leads to

uxT [(eijreiRe; @er) (ure, @ Tye, ®e)?

= €ijk Uy Ty 5]'7‘ 5ks (ei & et)
= eijk U T (€ ® €)

In particular, if T = I, the following relation holds:
: 2
uxI= [E : (ll (29 I)]— = eijk Uj 5kt (ei (29 et) = eijt Uj (ei X et)
Furthermore, for the special tensor u x I follows

3
E:(uxI)=-2u

— u=-—

N[

3 3

E:(uxI)=1E:(uxI)”
Consequence: In the tensor u x I, the vector u is already the corresponding axial
vector.

Finally, the following relation holds:
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Some additional rules:
(axb)®c=ax (b®c)
IxT) - w=T:Q with Q=wx1I

APPLICATION TO THE TENSOR PRODUCT OF VECTOR AND TENSOR

Rotation around a fixed spatial axis

Rotation of x around axis e
x=a+u=a+Ciu+b
a=(x-e)e
with u=x-—a

b:CQ(eXX)

and p=pe; |e/=1

Determination of the constants C; and Cs:

(a) For the angle between u and u, the following relation holds

*

with  |u| = |u|

CoS = .
|ul[ul

Furthermore, the following relation holds

u-i=u-(Ciu+b)=Ciu-utu-b =0, u?
=0,forulb

Thus,

(b) For the angle between b and u, the following relation holds

b-u
bl |u]

cos(90° — ) =sinp =

Furthermore, the following relation holds

b-u=b-(Ciu+b)=C; b-u+b-b=|b
=0,forulb
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and
bl =Csle x x| =Cy |e] |x|sin J(e; x) = Cy|u|
N s 7

-~

1 |u|
Thus, leading to

b _ bl _ Chlu
blfal ~ Juf ~

sinp = =Cy — C(Cy=siny

Thus, X is given by

x=(x-e)e+cosp[x — (x-e)e] +sinp (e x x)

Determination of the rotation tensor R:

For the tensor product of vector and tensor, the following relation holds:

(exI)-x=ex(I-x)=exx
Thus,
x=(e®e) -x+cosp(I—e®e) -x+sinp(exI) -x=R-x

— R=e®e+cosp(I-e®e)+sing(exI) (%)

Rem.: (%) is the EULER-RODRIGUES form of the spatial rotation.
Example: Rotation with ¢3 around the ez axis
R=R;=e;®e;z+cos p3(I —e3®e;3)+sin p3(e3 xI)

The following relation holds:

ey x T = [B (e @2
= [eijn (ei @ e; @ ep) (e3 @ & @ )2
= €k 0301 (€; @ €) = ei31 (€; ® €)
=ey e —e; ey
Thus, leading to
R; = e3s®ez+cosps(er®e;+e;®ey)+sinps(ex®e; —e @ey)
Rsij (e @ e;)
cos g —sinps 0

with Rs;j = | sings cosgs 0 q. e. d.
0 0 1
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2.8 The outer tensor product of tensors

Definition: = The outer tensor product of tensors (double cross product) is defined via

(A%B)(ul X UQ) = Au1 X BLIQ — AUQ X Bul

As a direct consequence, one finds

AxB=BxA

Furthermore, the following relations hold:

(AxB)- (CxD)
)

(a®@b)x(c®d)

(AxB) = ATxBT

(A-CxB-D)+(A-DxB-C)
21

(IxI

(axc)®(bxd)
(AxB)-C= (BxC)-A=(CxA)-B

From the above definition, it is easily proved that

[(A>§§<B) . CH(lll X 112) '113] = €5k (1&11Z X B'llj) . C'llk

The outer tensor product in basis notation

AxB = Azk (ei & ek) X Bno (en & eo)
= A Bho(€; X €,) ® (e X €,)

3
E:(e;®e,) =ein;e,

. e, X e,
with

3
epxe, =E:(e,®e,) =eryp€p

— AxB = Ajj, By €inj €rop (€ @ €))

Furthermore, it follows that

AxI =
AxB =

(AxB)-C =

The cofactor, the

(A1) - T— AT
(A-T)-(B-1I)-I-(A"-B)-I-(A-I)-B'—
—B-I)- AT+ AT . BT + B - AT

(A1) (B-I)-(C )= (A-)-(B"-C)— (B-1)- (A" - C)—
—(C-I)-(AT-B)+ (AT -BY).-c+B'-A").-C

adjoint tensor and the determinant:
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The following relations hold:
+
cof A = JA%A = A, adjA = (cof A)T

(A~u1><A~u2)~A~u3
(U1XUQ)'113

det A = Z(AxA):A=det|Ay| =
In basis notation the following relation holds:

+ +
A =1 (A Ao €inj €rop) (€ @ €)) = Ajp, (€ @ €)

+
Rem.: The coefficient matrix A;, of the cofactor cof A contains at each position (- );,,
the corresponding subdeterminant of A

+
A= Agg Agz3 — Axz Agy  etc

The inverse tensor:
The following relation holds:
Al =(detA)tadjA; A exists if det A # 0

Rules for the cofactor, the determinant and the inverse tensor:

det (A-B) = (det A)(det B)
det (¢ A) = a®det A
detI = 1
det AT = det A

+
det A = (det A)?
det A™' = (det A)™!

+ +
det(A+B) = detA+ A-B+A-B+detB

(A-B) — A-B
+ +
(A)" = (A7)

2.9 The eigenvalue problem and the invariants of tensors

Definition:  The eigenvalue problem of an arbitrary 2nd order tensor A is given by

YA : eigenvalue
(A—yal)a=0, where { A

a : eigenvector
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Formal solution for a yields
0
det (A —ya 1)
Consequence: Non-trivial solution for a only if the characteristic equation is fulfilled,
i.e.

a=(A—-7aD)"-0=adj(A -]

det (A —vaI) =0
With the determinant rule

det(A+B) = :[(A+B)%(A+B):(A+B)
(AxA):A+:(AxA):B+3(AxB): A+

+:(Ax%xB):B+i(BxB):A+1(BxB):B

1

6
_ 1
6

+ +
= detA+A:B+A:B+detB
follows
+
det (A —yaI) = det A+A:(—ya D)+ A:(—ya DT+ det (—ya 1)
= detA—fyA%(AzxA) I—l—fyA A (IxI) —~3detI =0
With the abreviations

IIn = L(AxA):I
I, = % (AxA): A
the characteristic equation can be simplified to

det (A — Yo 1) = IIIn —ya LI + 74 In — 74 =0

Rem.: The abbreviations Ia, 15 and 1115 are the three scalar principal invariants of
a tensor A which play an important role in the field of continuum mechanics.

Alternative representations of the principal invariants

Scalar product representation:
N = A:1=1trA
IIa = L3 (A-A):D) = }[(trA) —tr (A - A)]
Iy = PR -3 (A-A):D)+i(AT-AT):A =
= $[(trA)® —3trAtr(A-A)+2tr(A-A-A)] = detA

Eigenvalue representation:

In = 7A@ +74a@) T 74A0)

IIn = yam) 7A@ 7A@ 7AB) T 7AB) TAQ)

ITIxA = Ya@) 7A@ YA®B)
CALEY-HAMILTON-Theorem:
A-A-A—JpoA - A+TIAA—-TII\1 = 0
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3 Fundamentals of vector and tensor analysis

3.1 Introduction of functions

Notation:
¢(-) : scalar-valued function scalar variables
exists v(-) : vector-valued function p of (-) ¢ vector variables
T(-) : tensor-valued function tensor variables

Example: ¢(A) : scalar-valued tensor function
Notions:

e Domain of a function: set of all possible values of the independent variable quantities
(variables); usually contiguous

e Range of a function: set of all possible values of the dependent variable quantities:
o(-); v(-): T(+)
3.2 Functions of scalar variables

here: Vector- and tensor-valued functions of real scalar variables

(a) VECTOR-VALUED FUNCTIONS OF A SINGLE VARIABLE

It exists:

u : unique vector-valued function,
u=u(a) with range in the open domain V3

« : real scalar variable

Derivative of u(«) with the differential quotient:

du(a)
da

w(a) :=u'(a) =

Differential of u(a):
du = u'(a) da

Introduction of higher derivatives and differentials:

d*u(a)

da?

d*u = d(du) = u”(a) do? = da? etc.
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(b) VECTOR-VALUED FUNCTIONS OF SEVERAL VARIABLES

It exists:
u=u(q, g, 7, ..) with {a, 5,7, ..} : real scalar variable

Partial derivative of u(c, 3, 7, ...):

oul( -
Wa(aa 57 s ) = ggy ) = Uy

Total differential of u(a, 3, v, ...):
du=u,, da+ugdf+u,,dy+ ---
Higher partial derivative (examples):

L Pu() ()
aor — a2 B 8785

Rem.: The order of partial derivatives is permutable.

(c) TENSOR FUNCTIONS OF A SINGLE OR OF SEVERAL VARIABLES

Rem.: Tensor-valued functions are treated analogously to the above procedure.

(d) DERIVATIVE OF PRODUCTS OF FUNCTIONS

Some rules:
(a@b)= a®@b+a®b

(A-BY= A'-B+A B
(Afl)/ — _Afl . A/ . Afl
3.3 Functions of vector and tensor variables

(a) THE GRADIENT OPERATOR

Rem.: Functions of the position (placement) vector are called field functions. Deriva-
tives with respect to the position vector are called “gradient of a function”.

Scalar-valued functions ¢(x)

grad ¢(x) = %(X) =:w(x) —> result is a vector field
X
or in basis notation 5
o) = 5 e = e,
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Vector-valued functions v(x)

d
grad v(x) := :;<X) =:S(x) — result is a tensor field
X
or in basis notation
0v; (x)
grad v(x) := . ®e; =:1;,; € X e;
j

Tensor-valued functions T(x

dT(x) 3 :
grad T'(x) := o U (x) — result is a tensor field of 3-rd order
X
or in basis notation
8t2 X
grad T'(x) := ;x<~ ) e e, e =ty € Qe e,
J

Rem.: The gradient operator grad (-) = V(-) (with V : Nabla operator) increases the
order of the respective function by one.

(b) DERIVATIVE OF FUNCTIONS OF ARBITRARY VECTORIAL AND
TENSORIAL VARIABLES

Rem.: Derivatives concerning the respective variables are built analogously to the pre-
ceding procedures, e. g.

8R(T, V) N 6R”(T, V)
oT Oty

Some specific rules for the derivative of tensor functions with respect to tensors

e Re e, Ve

For arbitrary 2-nd order tensors A, B, C, the following rules hold:

% ~ (1B’

A~ wenfraeant

% — (ATeDT 4+ (I A)T

8(?75) — (AeD! + 1A

w = (A®CT)2T3

%AAT - 1en?

(‘98AA1 _ _(A_1®AT—1)§§

OA 7
oA = det A[(ATT@ AT — (AT1@ ATY)T]
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d(a B) 0B O
oc ~ %3¢ a0
d(av) . da N ov
aC V¥c T “ac
daA) Oa 0A
o9C A9ac T %
oA-v) OA\ 24| % A
oG { ac) } A

JA-B) 0A\ 2 4\ 2 OB\ % ]\ %
oc [(ac) B} {[\ac) A
Furthermore,
OA 23 4
_ T .1
A (I®I)
OAT 24
I — T
A (I®I)
JA:II
A = (IxI)
0t - (A)
. 3
- _1
oA~ 2B

Principal invariants and their derivatives (see also section 2.9)

ol .
8—2 =1 with Irn=A:1
N .
ol11 + .
8AA = A with 1115 = det A

(c) SPECIFIC OPERATORS

here: Introduction of the further differential operators div (- ) and rot (- ).
Divergence of a vector field v(x)
divv(x) :=gradv(x): I =: ¢(x) — result is a scalar field

or in basis notation .
divv(x) =uv;,; (e, ®e€;): (e, ®e,)
= Uiy 5zn 5jn = Unsn
81}1 81}2 81}3

- 8l‘1 + 8l‘2 + 8l‘3
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Divergence of a tensor field T(x)
divT(x) = [grad T(x)] : I =: v(x) — result is a vector field
or in basis notation
divT(x) =Ty, (e, Qe Rej): (e, Rey,)
= Lik,j Okn 5jn € = Linm €

Rem.: The divergence operator div (-) = V - () decreases the order of the respective
function by one.

Rotation of a vector field v(x)

rot v(x) = ]% Jeradv(x)]" =:r(x) — Ergebnis ist ein Vektorfeld
or in basis notation
rotv(x) =en (e, ®e;@ey,): v, (e, ®e,)
= €ijn Vosp Ojp Ono € = €ijn Un,j €

Consequence: rotv(x) yields twice the axial vector corresponding to the skew-
symmetric part of grad v(x).

Rem.: The rotation operator rot (-) = curl(-) = V x () preserves the order of the
respective function.

LAPLACE operator
A(-):=divgrad(-) — analogical to the precedings

Rem.: The LAPLACE operator A(-) = V-V(-) preserves the order of the differentiated
function.

Rules for the operators grad (-), div(-), and rot (-)
grad (¢v) = ogrady + Y grad¢
grad (¢pv) = v®grado¢ + ¢gradv
grad (¢T) = T ®grad¢ + ¢gradT

grad(u-v) = (gradu)? - v+ (gradv)? - u

)

grad (ux v) = uxgradv +gradu x v

grad(a®@b) = [grada®b +a® (grad b)T]%FS
grad (T -v) = (grad T)%S v+ T gradv
grad (T -S) = [(grad T)QT3 : S]ﬁs’ + (T - grad S)2

grad (T:S) = (grad T)%F3 : 8" + (grad S)¥’ T

gradx = 1
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div (u® v)
div (6 v)

div (T - v)
div (grad v)”

div (u x v)

div (¢ T)
div(T - S)
div (v x T)
div(ve T)
div (grad v)™*
div (grad v + (grad v)7)
divrotv
rotrotv

rot grad ¢
rot grad v
rot (grad v)T
rot (¢ v)

rot (u X v)

GRASSMANN evolution:

v xrotv=1grad(v-v)— (gradv)-v = (gradv)" - v — (gradv) - v

3.4 Integral theorems

udivv + (gradu) - v
v-grad ¢ + ¢divv
(divT") - v+ T" : gradv
grad divv

(gradux v):I—(gradv xu):1I
v-rotu—u-rotv
T-grad¢ + ¢divT
(gradT)-S+ T -divS

v X divT 4+ gradv x T
v ®divT + (gradv) - T7
0

divgrad v £+ grad divv

0

grad divv — divgrad v

0

0

grad rot v
protv+grad¢g X v

diviu®v—-v®u)

udivv + (gradu) - v — vdivu — (grad v) - u

Rem.: In what follows, some integral theorems for the transformation of surface inte-
grals into volume integrals are presented.

Requirement: u = u(x) is a steady and sufficiently often steadily differentiable vector
field. The domain of u is in V3.
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(a) PROOF OF THE INTEGRAL THEOREM

/u(x) ®da = /grad u(x)dv with da = nda

S 1%
da : surface element
and

n : outward oriented unit surface normal vector

u(x) da,
b
iy .4
\ A dX2
es da, <—| " X dx, %—>\¢a1
X u;
e1 ng

0 o /
€3
da5

Basis: Consideration of an infinitesimal volume element dv spanned in the point X
by the position vector x, and u;, i. e. the values of u(x) in the centroid of the
partial surfaces 1-6.

Determination of the surface element vectors da;:
da; = dxy X dxg = dzydrs (eg X e3)
=dzydrse; = —days — e, =n; = —ny
Furthermore, one obtains
day, =dxsdr;e; = —das — ey =ny, = —nj

da3 = dx dxs €3 = —da6 — €3 = N3 = —Ng

6
Rem.: The surface vectors hold the condition Z da;,=0.
i=1

Determination of the volume elements dv:

dv = (dx; X dxy) - dxg = dx; dos das

Values of u(x) in the centroids of the partial surfaces:

Rem.: The increments of u(x) in the directions of dz;, dzy, dzs are approximated by
the first term of a TAYLOR series.
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1 Ou 1 Ou

Uy :ll(X) éa—zdg 583(1.1‘3
u

u; —u4+8—1‘1dx1

Furthermore, one obtains

u _ u
Uy = U5 + -—dwy, uU3=u+ — dzs
8372 81’3

Computation of the surface integral yields

6
/ u(x)®da—>2ﬁi®da,~:ﬁ1®da1+ ﬁ4®da4+---
— S——

v ou
S(dv) (- —dzy) ® (—day)
0xy
Thus
° ou ou ou
Zu ® da; = d:c1®da1+8—dx2®dag+a—dx3®dag,
with
da1 = d[[’g d[[’g e, da2 = dl‘l dl‘g (SHIN da3 = dl‘l dZL‘Q €3
yields
Zul®daz = (6_ ®e1+§ ®e2+§ ®e3> dz; dzy das
a—xj e, ®e; =gradu
Thus

6
Z u; ® da; = gradudv
i=1

Integration over an arbitrary volume V yields

/u(x) ®da = /grad u(x)dv q.e. d. (%)

S v

(b) PROOF OF THE GAUSSIAN INTEGRAL THEOREM

/u(x) -da = /div u(x) dv

S Vv

Basis: Integral theorem (x) after scalar multiplication with the identity tensor
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ux)®da =1- [ gradu(x)dv

N
< —

—_—— ) SN——

— /I~ u(x) ®da] = /I -gradu(x) dv
S u(x)-da V. divu(x)

Thus, leading to

/u(x) -da = /div u(x) dv (%)

S Vv

(c) PROOF OF THE INTEGRAL THEOREM

/T(x)~da: /divT(x) dv

S 14

Basis: Scalar multiplication of the surface integral with a constant vector b € V3

b~/T(X)-da:/b-T(x)~da:/[TT(x)-b]~da::/u(x)~da

S S S S

with u(x):=T"(x)-b
It follows with the integral theorem ()
b-/T(x)-da: /div [T?(x) - b] dv
4

S

In particular, with b = const. and a divergence rule follows
div [T?(x) - b] = (divT(x)) - b

leading to

b /T(X) ~da= /(divT(x)) bdv

Thus
/T(X) -da= [ (divT(x))dv q.e.d.
S

<

Rem.: At this point, no further proofs are carried out.
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(d) SUMMARY OF SOME INTEGRAL THEOREMS

For the transformation of surface integrals into volume integrals, the following relations

hold:
/u®da = /gradudv

S v
/(bda = /gradqﬁdv
S v
/u-da = /divudv
S

rot udv

—
=
X
o
)
I

div T dv

S
/T~da =
S

uxT .-da =

s/
/u®T-da =
S

div (u x T)dv

div(u® T)dv

S S S = <

For the transformation of line into surface integrals the following relations hold:

%u@dx = —/graduxda

L S
f(bdx - —S/grad<b><da
fu~dx = /(rotu)-da

(Idivu — grad Tu) - da

(rot T)” - da

B B @

with da=nda

Rem.: If required, further relations of the vector and tensor calculus will be presented
in the respective context. The description of non-orthogonal and non-unit basis
systems was not discussed in this contribution.

Institute of Applied Mechanics, Chair 11



46 Supplement to the COMMAS Core Course I on Continuum Mechanics

3.5 Transformations between actual and reference configurations

Given are the deformation gradient F = 0x/0X and arbitrary vectorial and tensorial field
functions v and A. Then, with

( 0
Grad(-) = 8—X( +)
reference configuration
Div(-) = [Grad(-)]-I or [Grad(-)]I
( 0
mrad () = ()
actual configuration x
div(-) = [grad(-)]-T or [grad(-)]I
the following relations hold:
Gradv = (gradv)-F Grad A = [(gradA):F]2
gradv. = (Gradv)-F! grad A = [(GradA):F 2
Divv = (gradv):F’ DivA = (gradA):F7
divv = (Gradv):F'! divA = (GradA):F'!

Furthermore, it can be shown that

DivF'' = —F''. (F"':CradF)! = —(detF)"'F"'.[Grad (detF)]
divFT = —F7. (F':gradF')! = —(detF)F” . [grad (detF)7}]
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